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ABSTRACT
Ultrastrong light–matter interaction with molecular vibrations in infrared cavities has emerged as a tool for manipulating and controlling
chemical reactivity. By studying the wavepacket dynamics of an individual polar diatomic molecule in a quantized infrared electromagnetic
environment, we show that chemical bonds can efficiently dissociate in the absence of additional thermal or coherent energy sources, provided
that the coupled system is prepared in a suitable diabatic state. Using hydrogen fluoride as a case study, we predict dissociation probabilities
of up to 35% in less than 200 fs for a vibration-cavity system that is rapidly initialized with a low number of bare vibrational and cavity
excitations. We develop a simple and general analytical model based on the multipolar formulation of quantum electrodynamics to show
that the Bloch–Seigert shift of the bare vibrational ground state is a predictor of a threshold coupling strength below which no spontaneous
dissociation is expected. The role of state-dependent permanent dipole moments in the light–matter interaction process is clarified. Our
work paves the way toward the development of vacuum-assisted chemical reactors powered by ultrastrong light–matter interaction at the
single-molecule level.
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I. INTRODUCTION

The manipulation of strong light–matter coupling in con-
fined electromagnetic environments has enabled applications in
precision measurements,1 quantum information processing,2 and
quantum optics.3 As the interaction strength approaches the ultra-
strong coupling (USC) regime,4,5 light and matter degrees of free-
dom become significantly modified relative to free space,6,7 as
demonstrated with semiconductors,8 superconducting circuits,9 and
organic microcavities.10–12 Recent breakthroughs in nanophotonics
have enabled the demonstration of strong and ultrastrong coupling
between an individual molecule and a plasmonic field, by stabilizing
the confined field of a localized plasmon resonance in the optical
regime to a few cubic nanometers.13–16 Emerging materials with
tunable plasmonic resonances can also be used to produce strong
field confinements in the mid-infrared spectral region,17–19 which
could enable studies of quantum light–matter interaction using

high-frequency intramolecular vibrations at the single-molecule
level.20

Anharmonic vibrational polaritons in strong and ultrastrong
coupling can be studied using a fully-retarded multipolar formu-
lation of quantum electrodynamics (QED).21–27 Multipolar QED
describes light–matter interaction in terms of electric and mag-
netic field operators and is unitarily equivalent to the minimal
coupling formulation via a Power–Zienau–Woolley (PZW) trans-
formation.28 Gauge invariance of the PZW transformation was first
demonstrated in 1970,22 revisited more recently in Refs. 25 and
26 and generalized in Ref. 28. Ignoring the continuous multimode
nature of the electromagnetic vector field in canonical quantization
procedures can lead to physical inconsistencies such as the break-
down of gauge invariance with respect to minimal coupling29–31

and superluminal signal propagation.32 Ad hoc unitary transforma-
tions can be constructed to fix these issues in single-mode field
theories.33,34
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Another approach to cavity QED is the Pauli–Fierz model,
advocated for molecular systems in Refs. 35 and 36. This model
Hamiltonian derives from a mode-truncated minimal coupling form
through a mode-truncated PZW unitary transformation.37 Like
other mode-truncated cavity QED models, the Pauli–Fierz Hamilto-
nian also suffers from superluminal signal propagation.32 However,
for cavity setups where the speed of light can be considered infi-
nite over the relevant system timescales, light propagation can be
ignored and the focus can be placed on the light–matter eigenval-
ues and eigenstates. One often discussed feature of the Pauli–Fierz
model is the tensorial character of its dipole self-energy term,38,39

which scales linearly with the vacuum field fluctuation ⟨ Ê2
0⟩ to pre-

serve gauge invariance at an equivalent level of mode truncation.37

Ê0 is the electric field operator of the discrete cavity mode. This field-
dependent dipole self-energy, as opposed to a field-free self-energy
in multipolar QED, could become dominant in ultrastrong coupling,
with physical consequences that so far have not been seen in existing
USC implementations.40,41.

We use the multi-level quantum Rabi (MLQR) model6,7 to
study vibrational polaritons in the coordinate representation. The
MLQR model derives from the fully retarded gauge-invariant multi-
polar QED Hamiltonian,25,28 with the polarization density truncated
up to dipole terms. The model has been used to understand the
role of vibrational permanent dipole moments in polarizing the cav-
ity field7 and to model nonlinear infrared cavity spectroscopy of
polar nitroprusside molecules.19 In the MLQR model, the dipole self-
energy is independent of the vacuum field amplitude and polariza-
tion, and only gives perturbative corrections to the molecular energy
levels that can be evaluated with standard QED techniques.42,43 For
nonpolar molecules, the MLQR and Pauli–Fierz models give equiv-
alent predictions for spectroscopic and dynamical observables in
strong coupling.44–47 However, the two approaches can differ sub-
stantially in ultrastrong coupling,36 particularly for molecules with
permanent dipole moments. Comparisons in the Pauli–Fierz and
Multipolar QED models for vibrational polaritons in USC can be
found in Refs. 36 and 48.

In this work, we study the dissociation dynamics of a sin-
gle hydrogen fluoride (HF) molecule in USC with a quantized
infrared electromagnetic field. We identify diabatic initial condi-
tions of the coupled light–matter system that result in spontaneous
molecular dissociation in the absence of external coherent or ther-
mal infrared driving. The nonadiabatic nature of the state initial-
ization is essential for the vacuum-assisted dissociation to occur,
which is not expected for adiabatic state preparation.49,50 Using
polaron transformation techniques, we gain analytical intuition into
the role that the vibrational permanent dipole moments play in
the proposed vacuum-assisted dissociation mechanism. The emer-
gence of vibrational Bloch–Siegert (BS) shifts is predicted, in analogy
with the QED phenomenology observed with Landau polaritons51

and superconducting qubits.40 The ground-state Bloch–Siegert shift
is shown to be a good predictor for the minimal light–matter
coupling strength below which no spontaneous dissociation
occurs.

Recent work in Ref. 52 predicted suppression of single-
molecule dissociation relative to free space for far-detuned and near-
resonant infrared cavities, by initializing the light–matter system
in a specific initial diabatic state where the nuclear motion is
above the bare dissociation energy and the cavity field has no

photons. By considering other choices of initial diabatic states
that include diabatic states below the dissociation energy, we qual-
itatively confirm and further extend these findings by predict-
ing the emergence of threshold behavior for dissociation with
increasing coupling strength. Our results highlight the poten-
tial of ultrastrong light–matter interactions to enable novel ultra-
fast chemical reactivities at the single-molecule level in near-term
nanophotonics experiments. Our predictions are valid for single-
molecule systems for timescales shorter than molecular rotation,
intramolecular energy redistribution, and characteristic photon
loss timescales.

The article is organized as follows: In Sec. II, we review the
MLQR model and the quantum dynamics method used to compute
the dynamics of vibrational polariton wavepackets in the coordinate
representation. In Sec. III, we introduce and characterize the initial
product states of light and matter whose dissociation dynamics will
be discussed. Section IV describes the ultrafast dissociation dynam-
ics of each initial state, and in Sec. V, a polaron-frame analysis is
introduced to gain analytical intuition into the process. Conclusions
are given in Sec. VI.

II. MOLECULAR CAVITY QED
We model the reduced vibrational dynamics of a single HF

molecule in an electromagnetic environment using multipolar cav-
ity QED.21–25,53 The Hamiltonian of the system is given by (h ≡ 1 is
used throughout)

Ĥ = T̂(q) + T̂(x) + V̂P(q, x), (1)

where T̂(q) and T̂(x) are the molecular and photonic kinetic energy
operators, respectively. The polariton potential energy surface,

V̂P(q, x) = V̂(q) + 1
2

ω2
c x̂ 2 +

√
2ωc E0 d̂(q)x̂, (2)

includes the molecular V̂(q) potential energy curve, photonic har-
monic oscillator potential, and dipolar interaction term. x̂ is the
cavity field quadrature and d̂(q) is the electric dipole operator.
Harmonic cavity photons have unit mass and resonance frequency
ωc. The electric field operator can be written as Ê =

√
2ωc E0 x̂.

Vacuum fluctuations at the cavity frequency determine the field
amplitude E0 = ⟨0∣ Ê 2∣0⟩1/2 ≡ λgω10/d10. The dimensionless para-
meter λg is equal to the coupling ratio g/ωc used in quantum
optics,4,5,30 with g = d10 E0. ω10 and d10 are the fundamental vibration
frequency and transition dipole moment, respectively. We ignore
the rotational motion of molecules under the assumption that the
rotational period is much longer (>10 ps) than the vibration-photon
evolution timescales (∼10–100 fs), so that the orientation of the
vibrating dipole can be considered frozen over the relevant dissoci-
ation timescales. Improvements over this assumption can be found
in Ref. 54.

Figure 1 shows the bare potential energy curve V(q) and
dipole moment function d(q) of the HF molecule in the ground
electronic state X1Σ+, computed using a complete active space in
the multi-configurational self-consistent field level. The multirefer-
ence configuration interaction (MRCI) method is employed using
Dunning’s correlation-consistent basis set with diffuse functions
aug-cc-pVQZ. All electronic structure calculations were carried out
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FIG. 1. Ab initio potential energy curve V̂(q) of the electronic ground state
X1Σ+ for the HF molecule. The bond length q is in units of the equilibrium dis-
tance qe = 0.91 Å. Horizontal lines represent the 22 vibrational bound states, and
D0 = 12.16ω10 is the dissociation energy. Inset: electric dipole moment function
d̂(q) along the scaled bond distance.

using the software MOLPRO.55 Following the nomenclature from
Ref. 7, the dipole function of HF corresponds to a polar-right species,
that is, the vibrational mode has a finite dipole moment with a posi-
tive slope at equilibrium. Other diatomic molecules of the same class
include LiH,36 LiF,56 and NaI.57

To propagate the vibrational polariton wave function in coor-
dinate space, we solve the time-dependent Schrödinger equation
with the Hamiltonian in Eq. (1), using the multi-configuration
time-dependent Hartree (MCTDH) method.58–60 MCTDH was pri-
marily developed to describe non-adiabatic photochemistry of poly-
atomic molecules61–63 and has recently been adapted to study cavity
chemistry.7,54,64–67 Recent extensions of the MCTDH method have
been developed for treating strongly interacting quantum oscillators
with Markovian dissipation.68

The MCTDH wavefunction ansatz for molecular and photonic
degrees of freedom is given by

Ψ(q, x, t) =
nq

∑
jq=1

nx

∑
jx=1

Ajqjx(t)ϕjq(q, t)ϕjx(x, t), (3)

which is a product expansion of time-dependent basis func-
tions ϕ jq(q, t) and ϕ jx(x, t) weighted by time-dependent coeffi-
cients A jq jx . To compute photonic and vibrational observables, we
project the time-dependent light–matter wavefunction Ψ(q, x, t) in
a vibrational or photonic subspace to obtain expectation values of
molecular or field operators.

Calculations are performed using a DVR-sine primitive basis
set for the vibrational coordinate q and a DVR-HO basis set for the
displacement operator of the photonic mode x. Results are obtained
by setting the molecular and photonic coordinates in boxes of
Nq = 681 grid points on the interval 0.4 < q < 14.0 bohr and
Nx = 451 grid points between the dimensionless interval −100 < x
< 100, respectively. These parameters capture the 22 vibrational
bound states of the HF potential, as well as a converged number of
free scattering states with box normalization. The computed funda-
mental transition frequency of HF is ω10 = 3989 cm−1, which agrees
with experiments.69 The number of single-particle functions used
is in the interval nq, nx = [30, 70]. Each value is suitably chosen to

numerically converge the wave packet propagation at a given value
of λg and detuning Δ = ωc − ω10.

III. DIABATIC INITIAL STATES
The state preparation strategy commonly used in experiments

is thermal equilibration of light–matter states with their reser-
voir.70 As discussed below, this approach does not lead to sponta-
neous bond dissociation. Recently, an alternative state preparation
to produce vibration-photon diabatic states using ultrafast pho-
tochemistry was proposed.7 The protocol consists of locating a
single molecule within a plasmonic mode volume, followed by an
external pulse that suddenly activates the light–matter coupling in
a time interval Δt smaller than the Rabi period, creating a dia-
batic state that is a superposition of polariton eigenstates. On the
contrary, if Δt is larger than the Rabi period, that is, thermal equi-
libration, the coupled system evolves adiabatically to a polariton
eigenstate. Similarly, schemes of ultrafast preparation of nonthermal
vibrational energy distributions have been demonstrated in pho-
toisomerization using pump-probe experiments.71 For state prepa-
ration steps that are much faster than the thermal equilibration
timescales (∼1 − 10 ps), it is possible to produce excited vibra-
tional polariton wavepackets beyond the usually accessed lower and
upper polariton.

Here, we discuss the dissociation dynamics of different
vibration-photon states that are initially in the product form

Ψ(q, x) = Nϕ(q)φ(x) = Ne
−
(q−⟨q⟩)2

4(Δq)2 e
−
(x−⟨x⟩)2

4(Δx)2 , (4)

where ϕ(q) is a Gaussian function in the molecular coordinate q
and φ(x) a Gaussian in the photonic coordinate x. The initial Gaus-
sian wavepackets in the (q, x)-space are centered at ⟨q̂⟩ and ⟨x̂⟩,
with variances ⟨Δq̂⟩2 = ⟨q̂ 2⟩ − ⟨q̂⟩2 and ⟨Δx̂⟩2 ≡ ⟨x̂ 2⟩ − ⟨x̂⟩2. The
first and second moments define the initial mean energy of the
light–matter state ⟨E⟩ = ⟨Ĥ⟩ and its energy variance ⟨ΔE⟩2 = ⟨Ĥ 2⟩
− ⟨Ĥ ⟩2, with Ĥ from Eq. (1). N is a normalization factor. Table I
shows the position and broadening (standard deviation) parameters
in configuration space for four initial states denoted ∣ΨA⟩, ∣ΨB⟩,
∣ΨC⟩, and ∣ΨD⟩, which are described below. The parameters of the
polariton ground state ∣ΨGS⟩ at λg = 0.2 are also given.

The wavefunction in Eq. (4) can also be written in the
uncoupled vibration-photon basis as

∣Ψ⟩ =∑
ν

Cν∣ν⟩⊗∑
n

Pn∣n⟩, (5)

TABLE I. Location and spread in configuration space of the initial diabatic states. The
parameters of the coupled ground state (GS) for λg = 0.2 and Δ = 0 are also given.
Molecular lengths are in units of qe = 0.91 Å.

State ⟨q̂⟩/qe ⟨x̂⟩ ⟨Δq̂⟩/qe ⟨Δx̂⟩

∣ΨA⟩ 1.30 −16.5 0.23 5.25
∣ΨB⟩ 1.5 −8.5 0.23 5.25
∣ΨC⟩ 1.0 0.0 0.13 5.25
∣ΨD⟩ 1.0 7.2 0.13 6.49
∣ΨGS⟩ 1.36 −45.9 0.14 5.31
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where Cν = ⟨ν∣ϕ(q)⟩ and Pn = ⟨n∣φ(x)⟩ are the expansion coef-
ficients for bare molecular and photonic wavepackets, respec-
tively. ∣ν⟩ is a vibrational eigenstate with quantum number ν,
and ∣n⟩ is a cavity Fock state with n photons. Diabatic states of
product form have been considered for intracavity dynamics in
Refs. 7 and 52.

Figure 2 characterizes the energy content of the initial prod-
uct states in two complementary ways. Figure 2(a) illustrates the
center position and spread of each initial state on the polaritonic
energy surface V̂P(q, x) of HF inside a cavity with λg = 0.20 and
zero detuning (ωc = ω10). The polariton ground state ∣ΨGS⟩ has a
well-defined location at the bottom of the potential energy sur-
face with ⟨q̂⟩GS ≈ 1.4qe and ⟨x̂⟩GS ≈ −46. The equilibrium distance
of the polariton ground state is shifted along the molecular coordi-
nate closer to the position where the dipole moment is maximum
(q ∼ 1.4qe) due to the contribution of the interaction term d̂ ⋅ Ê to
the polariton potential energy surface. This bond-softening effect
was first studied in Ref. 7. Since the potential VP (q, x) does not
have long-range barriers, initial product states that are high enough
in the potential have the possibility of moving and spreading in con-
figuration space toward the large q region, where bond dissociation
occurs.

Figures 2(b)–2(e) show the probability distribution of the
initial states ∣ΨA⟩ to ∣ΨD⟩, respectively, in the polariton eigenba-
sis ∣ϵ⟩, in which Eq. (1) is diagonal. State ∣ΨA⟩ has the lowest

mean energy ⟨E⟩A = −11.0ω10, relative to the free-space ground
state ∣ν = 0⟩∣n = 0⟩. The energy spreading of the state is ⟨ΔE⟩A
≈ 7.5ω10, which, as Fig. 2(b) shows, involves polariton compo-
nents whose energies are below the equivalent of the free-space
dissociation energy D0 (blue dashed line), relative to the coupled
ground state energy EGS = −16.45ω10. This is consistent with the
location of the wavepacket in coordinate space in Fig. 2(a), which
is above the ground state but below the dissociation contour defined
by VP = D0.

The mean energy of state ∣ΨB⟩ is ⟨E⟩B = −7.0ω10, which is
higher than ∣ΨA⟩, and its energy spread ⟨ΔE⟩ ≈ 6.4ω10 is such that a
significant fraction of the wavepacket has energy components above
D0, as Fig. 2(c) shows. Again, this is expected from the location and
spread of the state in the potential energy surface [Fig. 2(a)]. States
∣ΨA⟩ and ∣ΨB⟩ can be seen as excited polaritonic wave packets with
mean energies above the lowest polariton eigenstates (LP and UP)
and below the bare dissociation energy (EUP < ⟨Ĥ⟩ < D0).

The other two initial states studied are the bare ground
state ∣ΨC⟩ ≡ ∣ν = 0⟩∣n = 0⟩, and an excited variant of this where
the molecule has no vibrational excitations but the cavity field
has a finite number of thermal photons, that is, ∣ΨD⟩ ≡ ∣ν = 0⟩⊗
∑n Pn∣n⟩. State ∣ΨC⟩ is at the uncoupled equilibrium coordinates
⟨q̂⟩ = qe and ⟨x̂⟩ = 0.0 in Fig. 2(a), which are high in the potential
energy surface relative to the polariton ground state. The energy
distribution in Fig. 2(d) shows that the state is centered at the

FIG. 2. (a) Polariton potential energy surface VP(q, x) with contour lines showing the distribution of the initial wavepackets ∣ΨA⟩, ∣ΨB⟩, ∣ΨC⟩, and ∣ΨD⟩. The polariton
ground state ∣ΨGS⟩ is shown for reference. The dashed white contour corresponds to VP = D0. (b) Probability distribution of the initial wavepacket ∣ΨA⟩ in the polariton
eigenbasis ∣ϵ⟩, as a function of the energy difference with respect to the bare ground state energy E0, in units of the fundamental vibration frequency ω10. The dashed line
is a guide to the eye. (c) Energy distribution of state ∣ΨB⟩. (d) Energy distribution of state ∣ΨC⟩ = ∣0⟩∣0⟩. (e) Energy distribution of state ∣ΨD⟩. In each panel, the vertical
dashed blue line marks the bare dissociation energy D0 with respect to polariton ground state. The coupling strength parameter is λg = 0.20 and the detuning Δ = 0.
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uncoupled ground state energy ⟨E⟩ = 0 and contains a significant
number of components above D0. This means that higher dissoci-
ation probabilities can be expected in comparison with states ∣ΨA⟩
and ∣ΨB⟩.

By assuming an initial thermal excitation of the cavity field
with n = 0.58 average photons, state ∣ΨD⟩ is displaced vertically in
configuration space relative to ∣ΨC⟩ in Fig. 2(a). This corresponds
to a displacement and broadening of the wavepacket in the polari-
ton energy basis toward higher energies. Figure 2(e) shows that
most of the energy components of state ∣ΨD⟩ are above D0, so
the highest dissociation probabilities can be expected during free
evolution, as confirmed below. Initial thermal excitations of the pho-
ton field could be expected in diabatic state preparation strategies
based on photochemistry,7 which focus on preparing nonequi-
librium vibrational states over times much faster than the Rabi
interaction.

IV. FREE DISSOCIATION DYNAMICS
Having established the relevant properties of the initial

light–matter product states ∣Ψ(0)⟩, we now study the free evolu-
tion of each initial state with the propagator U(t) = exp [−iĤt],
with Ĥ given by Eq. (1). Wavepacket propagation is carried
out in coordinate space with the MCTDH method, as described
in Sec. II.

At each time step, we evaluate the bond dissociation proba-
bility Pdiss(t), which we define for vibrational polariton wavepack-
ets ∣Ψ(t)⟩ in terms of the projected population into bare bound
vibrational states ∣ν⟩ as

Pdiss(t) = 1 −
Nb

∑
ν=0
∣⟨ν∣Ψ(t)⟩∣2, (6)

where Nb is the vibrational quantum number of the highest-energy
bound state supported by the bare molecular potential energy curve
V(q). For HF, we have Nb = 21. Equation (6) implicitly includes
a trace over the photonic components of ∣Ψ⟩. The instantaneous
mean bond length ⟨q̂(t)⟩ and the bond spreading ⟨Δq̂(t)⟩ are also
monitored.

Figure 3(a) shows the evolution of the HF bond length ⟨q̂⟩
for the four initial states described above, in a resonant cavity
(Δ = 0) with coupling strength λg = 0.2. The results show that
after a few vibrational periods (∼10 fs), vibrational ladder climb-
ing stops and stabilizes, giving mean bond lengths equivalent to
excited bare vibrational levels ν = 8–12. Bond lengthening as wit-
nessed by ⟨q̂⟩ was first discussed in Ref. 7 for vibrational polari-
tons. The largest bond length ⟨q⟩ ≈ 1.6qe (equivalent to ν = 12)
is reached for the initial state ∣ΨD⟩, due to its initially excited
photonic content. Interestingly, although state ∣ΨB⟩ is initially far-
ther from equilibrium distance qe than the bare ground state
∣ΨC⟩ (∣0⟩∣0⟩), upon free evolution with the infrared vacuum the
two polariton wavepackets tend to stabilize around ⟨q̂⟩ ≈ 1.45qe in
about 100 fs.

Figure 3(b) shows the corresponding evolution of broaden-
ing in q-space. For all states, the value of ⟨Δq̂⟩ tends to stabilize
less quickly than the mean value ⟨q̂⟩, but after a few hundred fem-
toseconds, the wavepacket stops spreading and undergoes coherent
breathing dynamics in q-space. This breathing dynamics is more
evident for state ∣ΨD⟩, which shows the largest spreading of all
states. Interestingly, although states ∣ΨB⟩ and ∣ΨC⟩ both stabilize
with essentially the same bond length ⟨q̂⟩, the bond spreading of
state ∣ΨC⟩ is about 70% higher than ∣ΨB⟩ at 200 fs.

Figure 3(c) shows the evolution of Pdiss corresponding to pan-
els 3(a) and 3(b). After stabilization is established, the dissociation
probability reaches ≈20%–30% for states ∣ΨC⟩ and ∣ΨD⟩, the latter
having a slightly higher dissociation rate. For comparison, dissocia-
tion probabilities of this magnitude could be reached for gas-phase
HF molecules in free space with a resonant monochromatic laser of
intensity on the order of 1014 W/cm2. This highlights how efficiently
the infrared vacuum can assist the vibrational ladder-climbing pro-
cess in a nanocavity. The long-time dissociation probabilities of
states ∣ΨA⟩ and ∣ΨB⟩ are one and three orders of magnitude smaller,
respectively, than states ∣ΨB⟩ and ∣ΨC⟩. This behavior correlates with
the relative weights in the distribution of excited polariton compo-
nents whose energy exceeds D0 above the coupled ground state GS
in Figs. 2(b)–2(e).

Figure 4 shows the joint dependence of the long-time dis-
sociation probability (Pdiss at t = 200 fs) with detuning Δ and

FIG. 3. (a) Mean bond length ⟨q̂⟩, in units of qe, as a function of time for different initial diabatic states. (b) Bond length standard deviation ⟨Δq̂⟩ for the same states.
(c) Dissociation probability Pdiss as a function of time. The molecular vibration is on exact resonance with a cavity mode (ωc = ω10) in ultrastrong coupling (λg = 0.20).
qe = 0.91 Å is the equilibrium bond length of HF in free space.
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FIG. 4. Dissociation probability Pdiss as a function of cavity detuning Δ/ω10 and
Rabi coupling strength λg at t = 200 fs, for a single-mode cavity initialized in the
bare vacuum initial diabatic state ∣ΨC⟩.

coupling strength λg , for state ∣ΨC⟩. Although the cavity frequency
dependence is weak for all the coupling strengths considered, blue-
detuned cavities consistently tend to give slightly higher values of
Pdiss than red-detuned cavities, which we attribute to an increas-
ing energy content of the initial state with cavity frequency. For a
given cavity frequency, the dissociation probability grows rapidly
from zero up to a saturation value after a threshold coupling is
passed. For Δ = 0, the threshold for spontaneous dissociation is
λg ≈ 0.17 for ∣ΨC⟩. Saturation is reached when all the unbound com-
ponents of the polariton wavepacket have decayed via dissociation
and only bound contributions remain. Similar trends are found for
the other initial states.

V. ORIGIN OF THE COUPLING THRESHOLD FOR
SPONTANEOUS DISSOCIATION

In this section, we aim to understand the origin of the threshold
coupling strength λg seen in Fig. 4, for the spontaneous dissoci-
ation of state ∣ΨC⟩ = ∣0⟩∣0⟩. Since this is also the ground state of
the uncoupled system (λg = 0), we can fully characterize its behav-
ior with increasing coupling strength using polaron transformation
techniques, following ideas used for studying light–matter coupling
in circuit QED.72–75

By projecting the system Hamiltonian in Eq. (1) to the bare
vibrational energy basis ∣ν⟩, with the field quadrature written as√

2ωc x̂ = â † + â, where â is the field annihilation operator, the
system Hamiltonian can be rewritten as Ĥ = Ĥ0 + Ĥ1, with7

Ĥ0 = ωcâ †â +∑
ν

ων∣ν⟩⟨ν∣ + E0∑
ν

dνν∣ν⟩⟨ν∣⊗ (â + â †), (7)

and

Ĥ1 = E0∑
ν
∑
ν′≠ν

dν′ν∣ν
′⟩⟨ν∣⊗ (â + â †), (8)

where dνν = ⟨ν∣d(q)∣ν⟩ ≥ 0 is the vibrationally averaged permanent
dipole moment of the ν-th state and dν′ν = ⟨ν′∣d(q)∣ν⟩ is a transition
dipole moment between states ∣ν′⟩ and ∣ν⟩. Figure 5(a) shows the
permanent and transition dipoles of HF as a function of quantum
number ν, with transition dipoles starting from ν = 0 and ν = 1. Per-
manent dipoles are larger than the transition dipoles by an order of

FIG. 5. (a) Permanent (dνν) and transition (dν′ν) dipole moments as a function
of the vibrational quantum number ν for HF molecules. Transition dipoles are mul-
tiplied by a factor of 10. (b) Bloch–Siegert shift and polariton ground state energy
EGS, in units of ω10, as a function of coupling strength λg. The gray dashed lines
mark the equivalent of the free-space dissociation energy D0.

magnitude, both for fundamental transitions (Δν = ±1) and over-
tones (∣Δν∣ ≥ 2). State-dependent Rabi couplings can be defined
as gν′ν = dν′ν E0. The generalization of Eqs. (7) and (8) to many
molecules is straightforward.76–78

We now rewrite the system Hamiltonian in the polaron
frame as H̃ ≡ D̂ĤD̂ † = H̃0 + H̃1,74,79 using the unitary polaron
transformation,

D̂(λp) = exp [λp∑
ν
(dνν/d10)∣ν⟩⟨ν∣⊗ (â † − â)], (9)

with dimensionless displacement λp ≡ λgω10/ωc. Diagonal dipole
matrix elements are scaled by the fundamental transition dipole d10.
In this polaron frame, Ĥ0 becomes diagonal in the uncoupled Fock
basis and is given by

H̃0 ≡ D̂Ĥ0D̂ † =∑
ν
(ων − ην) ∣ν⟩⟨ν∣ + ωcâ †â, (10)

where ην = λ2
p ωc(dνν/d10)2 is the Bloch–Siegert shift of the ν-th

vibrational level. These vacuum-induced red shifts have been mea-
sured for superconducting qubits40 and Landau polaritons.51 On
the contrary, material levels are blue-shifted by the vacuum in the
Pauli–Fierz model.48
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The polaron-transformed Rabi coupling term H̃1 now reads

H̃1 = E0∑
ν
∑
ν′≠ν

d̃ν′ν∣ν
′⟩⟨ν∣ eλp Δdν′ν(â

†
−â) (â + â †), (11)

where d̃ν′ν ≡ dν′ν(1 − 2λpdνν/d10) is a renormalized coupling
strength, with Δdν′ν ≡ (dν′ν′ − dνν)/d10 being the scaled difference
of permanent dipole moments between vibrational states ∣ν⟩ and
∣ν′⟩. Equation (11) shows that strongly polar vibrational states
(dνν ≫ d10) should experience a reduced coupling with the cavity
field relative to non-polar vibrations for equal vacuum field confine-
ments (E0). For molecules whose permanent dipoles exhibit strong
variations across the vibrational spectrum, multi-photon interaction
processes driven by the exponential term in Eq. (11) should become
efficient at short times. Without permanent dipoles (dνν ∼ 0), the
polaron frame Hamiltonian H̃ reduces to the multi-level quantum
Rabi (MLQR) model.6

For polar vibrations in USC (e.g., HF, CO, H2O), the vibra-
tional polariton ground state (GS) is very different from the diabatic
ground state ∣ν = 0⟩∣n = 0⟩ (state ∣ΨC⟩). The polariton ground state
is a superposition of uncoupled states ∣ν⟩∣n⟩ with potentially high
quantum numbers ν and n, depending on the value of λg .7,66 The
Bloch–Siegert shift of the polariton ground state relative to the
uncoupled ground level is obtained directly from Eq. (10) for ν = 0
to give

EBS = −d2
00 E2

0/ωc. (12)

As Fig. 5(b) shows, the Bloch–Siegert shift is a good approximation
for the ground-state energy in strong coupling λg ≪ 0.1 (Δ = 0), but
underestimates the contributions of avoided crossings and counter-
rotating wave interactions that H̃1 introduce. By comparing EBS
with the bare dissociation energy D0, one can estimate the thresh-
old coupling parameter λg beyond which the initial state ∣ΨC⟩ could
spontaneously dissociate upon free evolution. For an HF molecule
in a resonant cavity, Eq. (12) gives EBS = D0 for λg ≈ 0.18, which
agrees well with the threshold obtained via wavepacket propagation
in Fig. 4.

The existence of a threshold coupling for spontaneous dis-
sociation is a statement about the relative energy content of the
initial light–matter wavepacket. As such, it could be generalized
by establishing as a necessary condition that the mean energy of
the initial state, ⟨Ĥ⟩0, relative to the ground polariton energy level,
should be at least equal to the bare molecular dissociation energy,
that is,

⟨Ĥ(λg)⟩0 − EGS(λg) ≥ D0, (13)

where the coupling-strength dependence of the left-hand side is
made explicit. For ∣ΨC⟩, we have ⟨Ĥ⟩0 = 0, and Eq. (13) gives the
threshold coupling found above (λg = 0.18), when EGS is approx-
imated by Eq. (12). We expect this coupling threshold condition
to hold not only for diatomic polar molecules but also for high-
frequency polar anharmonic vibrations of polyatomic molecules
that only couple weakly to other intramolecular vibrational
modes.

Figure 6(a) shows the energy functional F ≡ ⟨Ĥ⟩0 − EGS −D0 as
a function of coupling strength λg for the same diabatic initial states
used in Fig. 3. The polariton ground state energy EGS is calculated

FIG. 6. (a) Relative energy functional F(λg) ≡ ⟨Ĥ(λg)⟩0 − EGS(λg) − D0 as a
function of coupling strength λg for different initial diabatic states. (b) Long-time
dissociation probability Pdiss (at 200 fs) as a function of coupling strength λg for an
HF molecule on a resonant cavity (ωc = ω10), for the initial diabatic states ∣ΨC⟩

and ∣ΨD⟩. Arrows mark the onset of spontaneous dissociation.

by diagonalizing Eq. (1), and the mean energy ⟨Ĥ⟩0 is obtained from
the ansatz in Eq. (4). From the condition in Eq. (13), the function
F(λg) changes sign from negative to positive when the initial state
has sufficient energy for spontaneous dissociation. Complementing
the results in Fig. 3, which were obtained at fixed λg = 0.2, Fig. 6(a)
shows that threshold couplings are higher for the states with lower
initial energy content, with states ∣ΨC⟩ and ∣ΨD⟩ having the smallest
thresholds.

In Fig. 6(b), we compare the predicted thresholds based on
the condition F(λg) = 0 for states ∣ΨC⟩ (λg = 0.175) and ∣ΨD⟩ (λg
= 0.145), with those obtained by propagating the states as in
Fig. 3(c), for different values of λg . The computed long-time dis-
sociation probabilities Pdiss(t ≈ 200 fs) confirm the existence of a
threshold for state ∣ΨC⟩ near λg ≈ 0.170 and for state ∣ΨD⟩ near
λg ≈ 0.140, which compare well with the threshold estimates based
on Eq. (13). We confirmed that states ∣ΨA⟩ and ∣ΨB⟩ also show
threshold behavior at higher couplings.

VI. CONCLUSIONS
We have studied a previously unexplored mechanism for spon-

taneously dissociating a single molecule in the presence of strongly
confined infrared vacuum, with high efficiency over sub-picosecond
timescales. Dissociation occurs due to ultrastrong coupling of the
vibrational motion with the vacuum field in the absence of other
coherent and incoherent energy sources and cannot be properly
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understood in terms of classical motion on a polaritonic potential
energy surface because it is driven by wavepacket broadening in
phase space. This lack of immediate classical analog highlights the
coherent quantum mechanical nature of the reactive process.

Through a combined numerical and analytical analysis,
we showed that spontaneous dissociation requires a threshold
light–matter coupling strength to occur and the ability to pre-
pare the system in a diabatic wavepacket with sufficient excita-
tion content over timescales much faster than thermalization. Our
numerical results were based on hydrogen fluoride as a case study
but general universal conditions are established for assessing the
feasibility of achieving spontaneous dissociation for an arbitrary
molecule [Eq. (13)]. These findings are valid for systems with
photonic and material relaxation times much longer than the sub-
picosecond ladder climbing and dissociation timescales. The photon
lifetime in infrared nanoresonators varies in the range 102–103

fs,80 setting the limits of the quantitative validity of our predic-
tions. The analysis of intracavity dissociation in the presence of
ultrafast photon loss in ultrastrong coupling requires a consistent
derivation of a quantum master equation81 that can be integrated
numerically using existing methodologies.67,68 This is the subject
of future work.

Techniques for implementing ultrafast light–matter state
preparation are currently available,7 but reaching ultrastrong cou-
pling with individual molecular vibrations in infrared nanocavities
is still an open problem. However, recent works have demon-
strated the ability to engineer the electromagnetic vacuum in
nanoscale gaps with infrared resonances,20,82 including ultrastrong
coupling to material vibrational resonances,83 which could enable
the study of coherent vacuum-assisted chemical processes at the
single-molecule level in the near future, and our work estab-
lishes basic physical principles for such a new regime of chemical
reactivity.
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